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Abstract: With the widespread application of digital I&C systems in Nuclear Power Plants (NPPs), more 

sensors are used to obtain operating information. A principal component analysis (PCA) method is applied in 

this paper to carry out condition monitoring for sensors in a NPP. Meanwhile to improve the model perfor-

mance, a false alarm reducing method is proposed which is combined with PCA method in this paper. Sensor 

measurements from a real NPP are used to train and test the PCA model. Simulation results under normal op-

erating condition indicate that the proposed false alarm reducing method really makes contribution to the 

model performance. Meanwhile, artificial failures with different degrees are sequentially imposed to test the 

functionality of the proposed PCA model, and the simulation results show that the proposed PCA model 

which is combined with a false alarm reducing method is effective on the condition monitoring of sensors no 

matter with major or small failures. 

Keyword: NPP; sensor failures; PCA; condition monitoring; false alarm reducing 

 

1 Introduction
1
 

With the wide application of digital I&C systems in 

nuclear power industry, more sensors are installed. 

On one hand, it is beneficial to get more operating 

information of the NPP. On the other hand, with the 

large application of sensors in the NPP, the number of 

sensors that may fail is significantly increasing
[1]

. 

 

Sensors usually work in high temperature, high pres-

sure, high humidity or high radiation environment in 

a NPP, therefore various failures may appear, such as 

decreasing precision, drift or complete failure. These 

may result in the running deviated from the optimal 

condition which affects the economy of the NPP. In 

severe cases even safety and reliability of the NPP 

will be affected
[2]

. 

 

According to statistics in various industrial processes, 

more than 60% of process failures are caused by 

sensors directly or indirectly
[3]

. Since safety is pri-

mary of importance in nuclear industry, and safety 

related sensors are almost redundant in a NPP. Thus 

the process malfunctions resulted from sensor fail-

ures present a much lower level in nuclear industries 

compared to other process industries. Only about 10% 

of the abnormal behaviors or accidents are caused by 

sensor failures in a NPP according to the statistics of 
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NPP running events by the world association of nu-

clear operators (WANO). As we all know, the fault 

detection and identification (FDI) system for a indus-

trial process is based on the process measurements of 

the industry. As a result, if a NPP is configured with a 

FDI system, then the incorrect measurements from 

faulty sensors will convey to the FDI system of the 

NPP. Further, wrong decisions may be made by the 

FDI system based on the incorrect sensor measure-

ments, and a corrective action will be promptly initi-

ated automatically or manually by operators which 

actually leads to the running deviated from the pre-

determined condition. Then the subsequent huge 

economic loss, unnecessary downtime or some severe 

accidents may be caused, that is safety of the NPP is 

endangered
[4-6]

.  

 

Therefore, it is necessary to implement condition 

monitoring for sensors in order to improve the 

economy and reliability of the NPP
[7]

. The general 

idea for sensor condition monitoring is to compare 

the residuals between the actual sensor measurements 

and the values by sensor estimation models. And re-

dundancy is the only way to generate residuals. Ac-

cording to the generating way of redundancy, sensor 

condition monitoring methods can be divided into 

two categories: physical redundancy methods and 

analytical redundancy methods. The physical redun-

dancy methods usually obtain the residuals by in-
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creasing the number of sensors, and usually three or 

more sensors are required to measure the same varia-

ble. In this way, not only is the equipment cost great-

ly increased, but also the number of sensors required 

to be monitored, calibrated and maintained is signifi-

cantly increased. The analytical redundancy methods 

apply analytical models to generate estimation values 

of sensors. Usually, it is not necessary to increase the 

number of sensors. The analytical redundancy meth-

ods can be further divided into two classes according 

to the type of analytical models: the mathematical 

model and the data-driven model. The mathematical 

model generates the estimation values by the precise 

mathematical model of the sensors. However it is 

difficult to establish the precise mathematical models 

of sensors in practice. Thus the data-driven models 

which are based on operating data are adopted in 

many industries due to the convenience and usability 

of the data acquisition system in modern industries. 

 

A lot of work has been done for sensor condition 

monitoring with data-driven methods in many indus-

tries. In the literature, the most used data-driven 

methods are multivariate state estimation technique 

(MSET)
[8]

, artificial neural network (ANN)
[9-10]

, in-

dependent component analysis (ICA)
[11]

, support 

vector machine (SVM)
[12-13]

 and PCA
[14-18,4]

. 

 

A comprehensive investigation of the condition mon-

itoring techniques with relevance to NPPs was de-

tailed presented in a review paper by Ma
[19]

. Xu et al. 

adopted a neural network technique for sensor vali-

dation in a power generation process
[20]

. An ANN 

was applied for sensor FDI in a distillation process by 

Perla et al. To get better performance, the time-delay 

effects in the distillation process were considered 

during the training stage
[21]

. Andrew and Song pro-

posed a sensor condition monitoring method for in-

dustrial combustion process which was based on 

clustering algorithms. Current data points from the 

process were compared with the clusters to identify 

sensor faults. The method showed its better perfor-

mance on sensor condition monitoring with the sim-

ulation test in an industrial boiler process
[22]

. Liu et al. 

proposed a distributed fault diagnosis system for a 

NPP based on fuzzy neural network architecture. In 

the diagnosis system, local and multi-source infor-

mation were combined to allow for an advanced type 

of global fault diagnosis
[23]

.  

 

The traditional method for sensor condition monitor-

ing is physical redundancy method in the NPP. The 

major problem for this method is the cost and some 

inherent limitations. The inherent limitations existed 

in physical redundancy method are explained as fol-

lows: 

(1) If the residuals between redundant sensors are 

within the confidence limit, and then the failure 

will not be detected by physical redundancy 

method. However the running of the NPP has 

deviated from the optimal condition. 

(2) If the residuals between redundant sensors are 

beyond the confidence limits. In this context, the 

failure could be detected by physical redundancy 

method. However, if the failure occurs on the 

majority or all sensors in the redundant group 

simultaneously, then the physical redundancy 

method will produce an incorrect fusion result. 

The foregoing assumptions are reasonable, since 

the redundant sensors are usually manufactured 

by the same factory, and exposed in the same en-

vironment
 [24]

.  

 

A study conducted by Hines et al.
 
concluded that the 

simplicity of analytical redundancy techniques based 

on data-driven models and the tractability of their 

uncertainty calculations could favor them for ac-

ceptance by regulatory bodies
[25]

. Meanwhile with the 

wide application of digital I&C systems in a NPP, 

more operating information (namely sensor meas-

urements) is available. And the advanced computer 

technology also contributes to application of PCA 

method. Again PCA model also can implement con-

dition monitoring for sensors with or without redun-

dant configuration. Then the reliability and economy 

of the plant is greatly improved. Because of these 

reasons, PCA model is adopted for sensor condition 

monitoring based on its relative simplicity and indi-

vidual strong points in this paper. 

 

The previous successful applications of data-driven 

methods on sensor condition monitoring in a NPP are 

as follows. One is the PEANO system developed by 

institute for energiteknikk (IFE) in Norway which is 

on the basis of Halden project. The system is based 
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on the ANN and fuzzy logic methods, which is veri-

fied to be effective on the detection of sensors with 

severe drifts. However sometimes it may fail to iden-

tify the detailed faulty sensor
[36]

. AFAL analysis is 

proposed for the calibration of sensors in the tech-

nical report by EPRI in 2004. It really contributes to 

the extension of the calibration cycle of sensors in a 

NPP, however on-line monitoring for the NPP sensors 

cannot be realized with this AFAL analysis method
[7]

. 

Whereas all these issues can be solved by a PCA 

model which will be described in detail in the fol-

lowing sections.  

 

On the other hand, as is also often the case in the 

previous studies with PCA models, false alarms are 

inevitable during the condition monitoring processes 

by PCA models. Thus a false alarm reducing method 

is combined with the proposed PCA model to reduce 

the false alarms existed in the model. That is, the 

proposed PCA model can be more effective on the 

detection and identification of faulty sensors in the 

monitored sensor group with the application of this 

false alarm reducing method. In this way, the accura-

cy and reliability of the PCA model are greatly im-

proved in this paper.  

 

The paper is organized as follow: Section 1 describes 

the necessity of sensor condition monitoring and a 

comprehensive PCA model is proposed. Section 2 

outlines the PCA methodology. In section 3, a false 

alarm reducing method is demonstrated to show its 

significant contribution on the performance im-

provement of PCA model. The proposed PCA model 

is tested and evaluated with measurements acquired 

from a real NPP in section 4. Conclusions and future 

work are given in the last section. 

 

2 The methodology of sensor condi-

tion monitoring with PCA model 

PCA is a kind of multivariate statistical analysis 

methods which is widely used in data analysis. It 

transforms a set of correlated variables into a smaller 

set of new variables (principal component, PC) that 

are uncorrelated and retains most of the information 

in the original data
[16-17]

. The reduced PCs obtained 

from the uncorrelated variables are used to detect the 

abnormalities of the operating process in a robust 

way
[26]

. The basic theories of PCA method and the 

fault detection procedures will be briefly depicted in 

this paper, the specific derivation processes can refer 

to Li, He or Camacho
[27-29]

. Meanwhile a fault identi-

fication methodology based on contributions of vari-

ous variables to the total variance in PC and residual 

space is proposed, and it will be described in detail. 

 

2.1 Basic theories of PCA method 

In general, an original data matrix (n samples and m 

variables) can be given as: 
TnxixxxX )](),...,(),...2(),1([0      (1) 

where x(i) is a sample vector in X0, it can be 

described in detail as: 

)](),...,(),([)( 21 ixixixix m       (2) 

The original data matrix X0 should be normalized first 

to eliminate the influence caused by different magni-

tudes of variables in X0, and X0 is then scaled to a new 

data matrix X with zero mean value and one unit var-

iance. After that, the new data matrix X is projected 

onto a new space ordinate system by making use of a 

linear transformation P: 

XPT                   (3) 

where T is the score matrix and P is the loading matrix 

respectively. And loading matrix P can be derived 

from the covariance matrix of X. In this case, T and P 

can be expressed as the following form: 

],...,,[

],...,,[

21

21

m

m

pppP

tttT




        (4) 

The vectors ti in matrix T are orthonormal, they are the 

linear combination of the data matrix X and represent 

that how the samples are related to each other. 

Meanwhile the vectors pi in matrix P are also or-

thonormal, and they are the eigenvectors of covariance 

matrix of X. These eigenvectors indicate that how the 

variables are related to each other. Each orthonormal 

vector pi is associated with the eigenvalue i of co-

variance matrix of X, that is: 
TPPC                   (5) 

where C is the covariance matrix of X, and 

),...,,( 21 mdiag  . Here diag() is a function 

that used to generate a diagonal matrix with the di-

agonal elements being
m ,...,, 21

. 

 

Then the PCs can be determined according to the 

eigenvalues. There are different criteria to select the 

number of PCs
[30]

. In this paper, the commonly used 

cumulative percent variance (CPV) criterion is 
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adopted. CPV represents the variation of the selected 

PCs account for all the variation of X. As a result, to 

determine the number of PCs (namely k), CPV can be 

defined as: 

%100

1

i

1

i














mi

i

ki

iCPV





            (6) 

Based on the selected PCs, the data matrix X can be 

decomposed into the sum of a PC matrix


X and a 

residual matrix E. The PC matrix contains information 

of the system variation. Whilst the residual matrix 

mainly contains information of the noise or model 

error
[31]

. 

EPTEXX kk 


             (7) 

where ],...,,[ 21 kk pppP  , and ],...,,[ 21 kk tttT  . Then the 

following fault detection and identification processes 

will be carried out in the PC and residual matrixes 

respectively
[32]

. 

 

2.2 Fault detection with PCA method 

There are two commonly used statistics to implement 

fault detection in a PCA model: Q statistic and Hot-

teling’s T
2
 statistic. They are defined to measure the 

variation in residual and PC space respectively. If Q or 

T
2
 statistic exceeds the effective region in PC space or 

a significant residual is observed in residual space, a 

special event, either due to disturbance or due to 

changes in the relationship between variables, can be 

detected
[32]

. 

 

Q statistic is the squared prediction error between the 

testing vector and the model. It quantifies the distance 

a testing vector falls from the PC model. For a testing 

vector x, ],...,,[ 21 mxxxx  , Q statistic can be defined 

as: 

QxPPIxQ TT

kk  )(              (8) 

Meanwhile the Hotteling’s T
2
 statistic measures the 

variation within the PCA model. It can be defined as: 

2112

TxPxPttT TT

kk

T

ii  
        (9) 

Q and
2
T  are the corresponding confidence limits 

for Q and T
2
 statistics respectively. The specific cal-

culation of the confidence limits can refer to the doc-

toral thesis by Li
[32]

. 

 

From Equation(9), it can be seen that T
2
 statistic is 

based on the top k eigenvalues; and it is the remaining 

(m-k) eigenvalues rather than the top k eigenvalues 

that are applied in the calculation of Q statistic. Thus 

Q statistic and T
2
 statistic are applied simultaneously 

to implement fault detection in this paper. If any sta-

tistic exceeds its corresponding limit, it indicates that 

some unknown failures have been occurred in the 

monitored sensor group.  

 

2.3 Fault identification with PCA method 

When Q and T
2
 statistics exceed the corresponding 

confidence limits, abnormality is detected. Then fault 

identification is required to locate the faulty sensor. 

The contributions of various variables to the total 

variance in PC space and residual space are used to-

gether to locate the faulty sensor. Just as analyzed 

above, T
2
 statistic represents the total variance in PC 

space, and Q statistic measures the total variance in 

residual space
[33]

. The calculating processes of the 

fault identification indexes are shown as follows. 

 

Supposed that a testing vector x is expressed as x=[x1, 

x2,…,xm], m is the number of variables in x. The con-

tribution of variable xi to the total variation in residual 

space is defined as:  

%100
...

%100
)(

)(

22

2

2

1

2

2
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Q

i
  (10) 

The sum of the contributions of all m variables to the 

total variation in residual space is exactly equal to the 

Q statistic of x. A large contribution on xi usually 

means a faulty state on sensor i. 

 

The contribution of variable xi to the total variation in 

PC space can be calculated as the following steps. 

(1)Calculating the contribution of xi to score vector tj : 

 mix
pt

CR i

j

ijj

xj i
,...,2,1

,

, 


       (11)                                                      

where pj,i is the i
th
 element of eigenvector pj . 

(2)Calculating the contribution of xi to T
2
 statistic: 

 mix
pt

CRT
k

j

i

j

ijj
k

j

xjx ii
,...,2,1

1

,

1

,

2 













 

 
  (12)               

The sum of the contributions of all m variables in PC 

space is equal to the T
2 
statistic of x. Similarly, a large 

contribution on xi usually means a faulty state on 

sensor i as well. 

 

Usually if failures occur in the monitored sensor 

group, both or any of T
2
 and Q statistics will exceed 

their confidence limits, then 
ixQ and 

2

ixT  can be 
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directly applied to locate the faulty sensor. However, if 

the failure occurs on sensors is just a small glitch 

which may not be detected by T
2
 and Q statistics until 

the fault reaches a severe level. In this context, before 

T
2
 and Q statistics detect the small drift, a relatively 

evident increasing trend can be seen in 
ixQ and 

2

ixT of 

the drift sensor. That is, these two indexes can also 

make contribution to the timely fault detection for 

sensors with small drifts. 

 

Small drifts in sensors may not result in severe acci-

dents, but if the drift sensor participates in important 

control processes of the NPP, it can lead to the opera-

tion deviated from the optimal condition which may 

be involved in potential decline of the plant economy. 

On the other hand, if sensors with small drifts which 

do not participate in important control processes and 

just served as monitoring purposes, these two indexes 

can also make contribution to the realization of con-

dition-based maintenance (CBM) strategy in a NPP. 

Sensors can be calibrated, maintained or repaired 

when they are required based on the operating condi-

tions determined by these two indexes. Thus, these 

two indexes provide guidance on the maintenance 

schedule of a NPP, and excessive calibration and 

maintenance activities for sensors can be avoided to 

some extent. 

 

2.4 The condition monitoring framework for sen-

sors with PCA method 

The flow chart for sensor condition monitoring with 

PCA method in this paper is illustrated in Fig.1. Es-

pecially, contents in the ellipses is another main part in 

this paper: false alarm reducing method. It is used to 

improve the performance of PCA model. And it will 

be explained in the following section in detail. 

Standardized data 
matrix: Xn×m

Original 
data matrix:

Xn×m
0

Covariance matrix 
of Xn×m :Cm×m

eigenvalues of Cm×m: 

[λ1,λ2,...λm ]

eigenvectors of Cm×m: 
[P1,P2,...Pm]

CPV

Number of 
PCs:k

Test vector 
x1×m

0

Standardized test 
vector:x1×m

Projection of 
test vector

Model estimation 
matrix

Residual matrix

[P1,P2,...Pk] [Pk+1,Pk+2,...Pm]

Projection on 
model estimation 

matrix

Projection on 
residual matrix

T2 statistic

Q statistic

Confidence limit 
of Q statistic: Qɑ

Confidence limit 
of T2 statistic:Tɑ

2
T2>Tɑ

2?

Q>Qɑ?

No

NoYes

Yes

The calculation 
of confidence 

limits
Fault detection and 

identification

Contributions 
of variable i: Ti2

Contributions 
of variable i: Qi

Faulty sensor 
identification

文本
False alarm 
reducing

 

Fig.1 The flow chart for sensor condition monitoring with PCA method. 

 

3 False alarm reducing method 

If T
2
 or Q statistic is beyond

2
T or Q under normal 

operating condition, then it will be called as a alarm 

condition. T
2
 and Q statistics should be within their 

confidence limits under normal operating condition in 

theory. In practice, the external environment factors 

and internal modeling error factors have combined to 
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result in false alarms of T
2
 and Q statistics. That is, 

false alarms refer to a condition which is normal in 

fact, however it is determined as faulty by T
2
 and Q 

statistics of the PCA model due to the foregoing 

mentioned factors. As a result, another confidence 

limit is proposed to reduce the false alarms for T
2
 and 

Q statistics to a lower level which can be easily ac-

cepted by NPP operators in this paper. If Q and
2
T are 

the first confidence limits, this confidence limit is 

called the second confidence limit. 

 

Supposed that the probability of false alarms for T
2
 

and Q statistics is . In accordance with the statistic 

experience in process industry, the commonly used 

experience value for  is between 0 and 0.05
[34]

. 

And this experience value is also adopted as the false 

alarm probability for T
2
 and Q statistics in this paper. 

In other words, if  =0.05, T
2
 or Q statistics will still 

exceed the corresponding
2
T or Q with a probability 

of 0.05 under normal operating condition. It results 

from the random fluctuations in the testing data 

which is inevitable. However we can try our best to 

reduce the false alarms to a lower level which can be 

accepted by the operators in the NPP.  

 

Taking n as a basic observation unit (that is a sequence 

of testing vectors within a time window of size n), the 

probability distribution of T
2
 and Q statistics in each 

unit can be approximately expressed as: 

    mnmm
nCnmP


  1;       (13) 

where m is the number of alarms in n. It can be seen 

that it is referred to the binominal distribution if all 

testing vectors in each unit are independent with each 

other. Then the second confidence limit can be derived 

from the following formula: 

      



m

i

inii

nCniPnmF
0

1;);(   (14) 

where   is also an experience value which is deter-

mined by the model precision. Usually it is set be-

tween 0.95 and 0.99 according to the statistics in 

process industries. Then the largest allowable m in n 

can be derived from Equation (14). And the allowable 

m is just the second confidence limit for T
2
 or Q sta-

tistic in this paper. If the number of alarms for T
2
 or Q 

statistic is more than m in a observation unit n, then 

the current testing vector xj is regarded as a true alarm. 

Otherwise it will be treated as a false alarm and ig-

nored.  

Since the model performance is directly related to the 

accuracy of the PCA model. And the accuracy repre-

sents how accurately the PCA model can detect the 

faulty condition and identify the specific faulty sen-

sors in the monitored sensor group. With the applica-

tion of this false alarm reducing method, it is obvious 

that the accuracy of the PCA model is greatly in-

creased due to the reducing of false alarms of T
2
 and Q 

statistics in the PCA model. As a consequence, the 

conclusion can be drawn that the performance of the 

proposed PCA model can be significantly improved 

with the application of the false alarm reducing 

method.  

 

Considering the sensitivity of fault detection, a large 

value for n is inadvisable; meanwhile considering the 

effectiveness of false alarms reducing, a too small 

value for n is also inadvisable. Based on the foregoing 

analysis, as well as the simulation tests with different 

lengths of observation unit, n=8 is adopted in this 

paper as the reasonable length of observation unit. 

With various experience values of and  , the cor-

responding second confidence limits m are summa-

rized in Tab.1.  

 

Table 1 Second confidence limit m with various reference 

values of and  for T2 or Q statistic. 

 = 0.01 0.02 0.03 0.05 


=0.99 

2 3 3 
3 


=0.98 

2 2 3 
3 


=0.95 

2 2 2 
3 

 

4 Simulations and results 

Since thousands of sensors are applied in a NPP, it is 

impossible to put all the sensors into a single PCA 

model. As a result, a distributed condition monitoring 

framework is proposed, and there may be several PCA 

models running in parallel. How to separate the sen-

sors into various PCA models are not the focus in this 

paper. However it is still expected that most suitable 

sensors can be grouped together to get better model 

performance. Considering these, a specific sensor 

grouping method rather than a random grouping way 
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is applied in this paper for a PCA model. As it is 

known that PCA is a linear analysis method in previ-

ous analysis
[4]

. Naturally it is advantageous to group 

the linear dependent variables (namely various sen-

sors) into a single set. While All the operating meas-

urements would present more or less nonlinear rela-

tionship in a real NPP, and it is impossible that the 

measurements of various sensors are absolutely linear 

dependent in practice. Correlation coefficient is just 

the metric of the linear relationship for various varia-

bles
[35]

. A larger correlation coefficient indicates a 

higher linear relationship between various variables. 

Thus faced with this issue, what we can do is to put 

the variables with higher correlation coefficients into 

a single PCA model.  

 

Supposed that the reactor coolant temperature sensor 

in some channel is selected as an example to show 

the procedures. And this sensor is exactly marked 

NO.1 in the original database. According to the fore-

going grouping criterion, the correlation coefficients 

between this sensor and all the other sensors in the 

original database are calculated. In this paper, 15 

sensors are applied in a PCA model. Then another 14 

sensors with top correlation coefficients with NO.1 

sensor are picked out. The detailed correlation coeffi-

cients with NO.1 sensor are as follows which are ar-

ranged from large to small order: [1 0.9419 0.9177 

0.9158 0.9154  0.9153 0.9025 0.8982 0.8940 0.8935 

0.8917 0.8902 0.8852 0.8823 0.8821]. Meanwhile the 

corresponding numbers for the selected 15 sensors in 

original database are [1 40 39 33 21 10 34 9 45 24 5 20 

11 22 13]. And depending on the original database, it 

can be seen that all the selected 15 sensors are used to 

measure the reactor coolant temperature in various 

channels. 

 

4.1 Simulations with normal sensor measurements 

To test the functionality of the proposed PCA model, 

sensor measurements are acquired under normal op-

erating condition from a real NPP with full power. 

1000 samples (namely 1000 training vectors) are ac-

quired to train the PCA model and another 1000 

samples (namely 1000 testing vectors) are acquired 

for the simulation test. The results are given in Fig.2. 

The red dotted lines are the corresponding confidence 

limit for T
2
 and Q statistics. It can be seen that Q sta-

tistics present quite a few alarms under normal oper-

ating condition. For T
2
 statistics, the situation is much 

better, and only several alarms appear during the 

whole test. Since as we all know the simulation is 

carried out with normal data, then these alarms can 

be seen as false alarms before any further processing. 

 

 

Fig.2  T2 and Q statistics of PCA model with normal testing 

measurements. 

 

To reduce the false alarms existed in T
2
 and Q statis-

tics, a false alarm reducing method is proposed. Figure 

3 displays the results. The red circles in Fig.3 repre-

sent the remaining alarms after the application of 

false alarm reducing method. Obviously, false alarms 

have been greatly reduced with the application of this 

method. And the existence of the remaining alarms 

are still false alarms since the simulation is under 

normal operating condition, some other effective 

methods are further required to reduce these false 

alarms in the future.  

 

 

Fig.3  Results of false alarm reducing for T2 and Q statistics 

with normal testing measurements. 
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To directly show the effectiveness of the proposed 

false alarm reducing method, the data results are 

summarized in Tab.2. As it can be seen, the probability 

of false alarms for T
2
 statistics can be reduced to zero 

with the application of this technique. Similarly, the 

probability of false alarms for Q statistics can be re-

duced from 6.9% to 1.9%. And 1.9% has been a very 

low level that can be accepted in practice.  

 

Table 2 False alarm probability for T2 and Q statistics in 

PCA model with or without false alarm reducing method. 

 With original data With false alarm reducing 

T2  0.5% 0 

Q  6.9% 1.9% 

 

Under normal operating condition, the contributions 

of variables to T
2
 and Q statistics are shown in Fig.4. It 

can be seen that the contributions of the 15 variables 

either to T
2
 or to Q statistics are not absolutely equal 

due to the influence of model precision or other un-

known uncertainties. Thus it is not reliable to infer a 

faulty sensor only depending on the contributions at a 

single testing point. As a result, two testing points are 

selected (namely the 600
th

 and 1000
th
 testing points) 

as a contrast.  

 

Q statistics are taken as an example for detailed ex-

planation. At 600
th
 testing point, the contribution of 

NO.1 sensor to Q statistics is about 11%, meanwhile 

the contribution of NO.24 sensor to Q statistics is 

about 5%. It is clear that there is a large difference. 

However at 1000
th
 testing point, the contribution of 

NO.1 sensor to Q statistics is still around 11%, and 

also that of NO.24 sensor Q statistics is still around 

5%. That is, the contribution of NO.1 sensor to Q 

statistics is different from that of NO.24 sensor at 

600
th
 or 1000

th
 testing points, which is also true at 

any other testing points.  Meanwhile it also can be 

seen that the contribution of NO.1 sensor to Q statis-

tics at 600
th
 testing points is almost equal to that at 

1000
th

 testing points, which is also true at any other 

testing points. The case is the same for NO.24 sensor 

as well as all the other sensors in the monitored sen-

sor group. In other words, there are differences on the 

contributions of variables at different testing points, 

there are no obvious contribution change for each 

variable between different
 
testing points. Then the 

conclusion can be drawn that no faulty sensor occurs.  

 

4.2 Simulations with abnormal sensor measure-

ments 

To verify the FDI ability of the PCA model, artificial 

failures are imposed to the testing data. In the selected 

15 sensors, NO.1 and NO.10 sensors both are used to 

measure the coolant outlet temperature. Thus two 

artificial drifts are imposed to NO.1 and/or NO.10 

sensor at 400
th
 testing sample point respectively. One 

drift simulates a common problem that affects process 

sensors and may result from aging. The simulated drift 

is a ramp that grows to 0.4ºC (maximum value) for 

NO.1 or NO.10 sensor measurements. It corresponds 

to a 0.13% change which is imperceptible in a time 

profile. Another drift is bigger which represents a 

common issue that may affect process sensors and 

may result from mechanical failures. This simulated 

drift is also a ramp that grows to 3.2ºC (maximum 

value) for NO.1 or NO.10 sensor measurements. And 

this drift is equivalent to a 1.05% change of the sensor 

measurements which can be seen in the time profile. 

Both of the foregoing drift failures on NO.1 and 

NO.10 sensors will not arouse the proportion integra-

tion differentiation (PID) controller, that is to say, the 

other sensor measurements in the monitored sensor 

group will not be affected by the measurement 

changing of NO.1 and NO.10 sensors. 

 

 

Fig.4 The contributions of variables to T2 and Q statistics 

with normal testing measurements. 

 

4.2.1 Sensor measurements with a small drift 

Firstly the small drift is only imposed on NO.1 sensor 

measurements, and the results for this case are shown 

in Fig.5. This small drift simulates the inherent limi-

tation (1) in physical redundancy method which is 

mentioned in section 1. From Fig.5 we can see that T
2
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statistics cannot detect the drift on NO.1 sensor. 

However Q statistics gradually present an increasing 

trend at the later phase of the test. Thus, based on Q 

statistics, faulty sensor still can be detected. Then 

contributions of variables to T
2
 and Q statistics are 

applied to identify the faulty sensor. The correspond-

ing results are given in Fig.6.  

 

For the contributions of variables to T
2
 statistics in 

Fig.6, only a small contribution increasing can be 

seen on NO.1 sensor between 600
th
 and 1000

th
 testing 

points. This can be explained in Fig.5, since T
2
 statis-

tics either have no significant change during the 

whole test. For the contributions of variables to Q 

statistics, the situation is completely not the same. At 

600
th
 testing point, the contribution of NO.1 sensor to 

Q statistics is about 12%, while it almost reaches to 

38% at 1000
th
 testing point. A significant increasing 

occurs on the contribution of NO.1 sensor between 

600
th
 and 1000

th
 testing points. In contrast, declining 

contributions are present for all the other 14 sensors 

between 600
th
 and 1000

th
 testing points. For example, 

the contribution of NO.10 sensor to Q statistics is 

about 8% at 600
th
 testing point, and it goes down to 

about 4% at 1000
th
 testing point. All this phenomena 

imply that there is something wrong with NO.1 sen-

sor. 

 

As a consequence, it is entirely within the capacity of 

the proposed PCA model to identify the faulty sensor. 

Even if the failure is only a small drift with a maxi-

mum 0.15% change on NO.1 sensor which cannot be 

detected by physical redundancy method placed in 

practice. 

 

The false alarm reducing results under this case are 

shown in Fig.7. It can be seen that more and more 

true alarms appear with the development of the fail-

ure. Then a faulty state is determined finally. 

 

Then the small drift is imposed to NO.1 and NO.10 

sensor measurements simultaneously to demonstrate 

the effective fault detection and identification ability 

of the PCA model. It simulates the inherent limitation 

(2) in physical redundancy method which is men-

tioned in section 1. The results for this case is shown 

in Fig.8.  

 

 

Fig.5 T2 and Q statistics of PCA model with a small drift on 

NO.1 sensor. 

 

 
Fig.6 The contributions of variables to T2 and Q statistics with 

small drift on NO.1 sensor. 

 

 

Fig.7 The results of false alarm reducing for T2 and Q statistics 

with small drift on NO.1 sensor. 
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Fig.8 T2 and Q statistics of PCA model with small drift on 

NO.1 and NO.10 sensor. 

 

From Fig.8 we can see that both T
2
 and Q statistics 

present a faster speed on fault detection compared to 

the previous situation in Fig.5. Based on traditional 

physical redundancy method, this drift will not 

arouse alarms. Since the residuals among redundant 

sensors are too small to exceed the alarming thresh-

old. On the other hand, even the imposed failures are 

enough to arouse the alarms, since the measurements 

from two drift sensors are corresponding, then the 

residuals between the two drift sensors will be within 

the alarming threshold, while the residuals between 

any drift sensor and the third normal sensor will be 

beyond the alarming threshold. As a consequence, the 

third redundant sensor (which is normal in fact) will 

be treated as the faulty sensor based on the 2 of 3 

logic. The final fusion coolant outlet temperature will 

be the average of two drift sensor measurements. 

Obviously, this fusion result is incorrect. 

 

Meanwhile the contributions of the 15 sensors to T
2
 

and Q statistics are given in Fig.9. From the contribu-

tions of variables to Q statistics, it can be inferred 

that some failures appear on NO.1 and NO.10 sensors. 

Since only the contributions of NO.1 and NO.10 

sensors present increasing trend from 600
th

 to 1000
th

 

testing points, while the contributions of the other 13 

sensors almost present decreasing trend from 600
th

 to 

1000
th

 testing points. According to the simulation test, 

it can be seen that these identification indexes are 

also beneficial to help identify multiple failures in a 

physical redundant sensor group.  

 

Fig.9 The contributions of variables to T2 and Q statistics with 

small drift on NO.1 and NO.10 sensor. 

 

4.2.2 Sensor measurements with a major failure 

In contrast, the results with a larger drift imposed to 

NO.1 sensor measurements are shown in Fig.10. The 

figure indicates that the PCA model can detect the 

faulty sensor with a much faster speed compared to 

the foregoing simulations. It is understandable that a 

PCA model is certainly more sensitive to a major 

failure. The contributions of the 15 sensors to T
2
 and 

Q statistics are shown in Fig.11. 

 

Fig.10 T2 and Q statistics of PCA model with major failure on 

NO.1 sensor. 

 

Figure 11 illustrates the results of fault identification. 

Compare to the above cases, the contribution of NO.1 

sensor is obviously larger in this case. The contribu-

tion of NO.1 sensor to Q statistics reaches almost 75% 

at 1000
th
 testing point. Meanwhile the contributions 

of all the other 14 sensors to Q statistics are almost 

below 5%. Even for T
2 

statistics which is not very 

sensitive to small failures, the contribution of NO.1 

sensor also come up to 35% at 1000
th
 testing point 
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which is significantly bigger than that of other sen-

sors. As a result, the conclusion can be drawn that a 

major failure is occurred on NO.1 sensor.  

 

Fig.11 The contributions of variables to T2 and Q statistics 

with major failure on NO.1 sensor. 

 

5 Conclusions and perspectives 

In this paper, a PCA model is applied to implement 

condition monitoring for sensors in a NPP. Two fault 

identification indexes are proposed to identify the 

faulty sensors in this paper. Meanwhile to improve the 

performance of the proposed PCA model, a false 

alarm reducing method is combined with the PCA 

model.  

 

The efficiency of the proposed PCA model is evalu-

ated by the sensor measurements acquired from a real 

NPP. The simulation results with normal and abnormal 

sensor measurements show that the proposed PCA 

model can successfully detect and identify the single 

or multiple faulty sensors no matter with small or 

major failures. Meanwhile the results also indicate 

that the statistics-based false alarm reducing method 

can greatly reduce the false alarms of T
2 

and Q statis-

tics, and the performance of the PCA model is signif-

icantly improved with the application of this method. 

In this way, the reliability of the proposed PCA model 

is also further improved.  

 

Although these valuable achievements have been 

attained in this paper, there is still some work to do in 

the future. The reconstruction of the faulty sensor 

measurements is another important task. How to best 

reconstruct the faulty sensor measurements when the 

faulty sensor is located will also be discussed in detail 

in another paper. 
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