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Abstract: Recent progress in tracking technology can be a breakthrough for the introduction of augmented 

reality into industrial fields. Various applications proposed in the past that have not been put into practical use 

can be re-implemented with new tracking technology. Different capabilities and expectations might induce a 

very rapid introduction of augmented reality into industrial fields and might change daily life dramatically. In 

this article, after a brief introduction of augmented reality, past industrial application proposals and trials of 

augmented reality in the field of aviation, architecture, automotive, maritime, and nuclear are reviewed. Then 

future trends are predicted. 
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1 Introduction
1
 

More than 50 years have passed since Prof. Ivan 

Sutherland developed “The Sword of Damocles,” 

which is now regarded as the first augmented reality 

(AR) head mounted system in which computer 

graphics are superimposed over a user’s view 

according to the user’s current position and 

orientation to enhance the user’s perception 
[1]

. Since 

then, AR has gathered much interest 
[2, 3]

. It is 

expected to have strong effects in various fields such 

as education, entertainment, medical, military, and 

industry. Although many studies and developments 

have been conducted, only a few outcomes have been 

put into practical use 
[4, 5]

. Mass media have 

published numerous news and reports related to AR 

in the 2000s, but that enthusiasm has long gone. AR 

came to be regarded as scientific fictions. However, 

as in Gartner’s report of the hype cycle for emerging 

technologies 
[6]

, AR just passed its peak of inflated 

expectations around 2014 and currently arrives at the 

bottom of valley before its secondary boost. In the 

past few months, large information and 

communication technology (ICT) companies such as 

Apple and Google shipped AR development kits that 

provide high-performance tracking technology 
[7, 8]

. 

By virtue of these new development kits, which are 

useful by everyone who has a basic skill of 

programming, a high possibility exists that AR 

spreads widely in various fields extremely quickly 

and that it changes our daily life dramatically. It is 

time to revisit past proposals and trials of AR 
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application because these applications have become 

much easier to realize than ever before. 

 

This article presents a brief introduction of AR in 

chapter 2. Then past proposals and trials to apply AR 

to industrial fields such as design, assembly, 

maintenance, repair, and decommissioning of aircraft, 

buildings, cars, ships, and nuclear power plants are 

reviewed. Finally, future trends are predicted. 

 

2 Brief introduction of augmented 

reality 

AR is a human-computer interface design strategy 

intended to enhance a user’s visual perception by 

superimposing computer graphics over a user’s view. 

The computer graphics are aligned automatically 

with real objects when the user’s position and 

orientation are changed so that the computer graphics 

seem to be depicted in the real world. When the 

superimposed computer graphics are 

three-dimensional virtual objects, the user can feel as 

though these virtual objects actually exist in the real 

world. Figure 1 presents examples of visual 

augmented reality where the user can see both 

computer graphics and the real world simultaneously. 

Actually, AR has three main distinguishing features 

compared to conventional interfaces 
[9]

: 

1. AR can show a three-dimensional position and 

orientation in the real world intuitively. 

2. AR can make invisible information visible. 

3. AR can simplify comparison of real objects and 

three-dimensional models. 
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By virtue of these features, it has been anticipated 

that AR is applicable to various industrial fields to 

increase efficiency and safety. However, the actual 

introduction of AR to industrial fields has not been 

promoted as expected. That is true mainly because 

elemental technologies that are indispensable to 

develop AR-based application has not matured. 

 

To develop AR-based applications, various 

technologies are necessary. Especially, tracking 

technology 
[10]

 and display technology 
[11]

 are 

important: they affect the quality of AR-based 

applications. Tracking technology measures a user’s 

current position and orientation in real time. The 

result is used to decide how computer graphics are 

drawn. The display technology, mainly hardware 

technology, shows the user images with 

superimposed computer graphics. 

 

Although numerous studies of tracking technology 

have been conducted in the last two decades 
[12-15]

, 

none can realize an ultimate tracking technology that 

is useful for all kinds of environments with sufficient 

accuracy and reasonable cost. For example, 

marker-based tracking can provide accurate tracking, 

but the costs of preparation and maintenance are too 

great for practical use. Marker-less tracking and 

inertial sensor-based tracking, respectively, lacks 

stability and accuracy. However, because of recent 

advancements in inertial sensors and processing units, 

it has become possible to realize very accurate and 

stable tracking at reasonable cost. In principle, the 

inertial sensor is stable and fast, but it is 

unfortunately prone to accumulate drift errors. By 

contrast, camera-based tracking, which requires fast 

processing unit, is extremely accurate and free of 

drift errors, but is vulnerable to environmental 

change. High-performance tracking has been 

achieved by combining the respective advantages of 

inertial-sensor-based and camera-based tracking. 

 

Various displays have also been developed during the 

last three decades. They are classifiable into several 

categories: head mounted displays (HMD) 
[16]

, 

handheld displays 
[17]

, and projection displays 
[18]

. It 

is widely regarded that HMD is the best display for 

AR because users can use both hands while watching 

superimposed images. However, that is true only if 

HMD fulfills conditions such as being lightweight, 

having a wide field of view for both real environment 

and computer graphics, and being free of problems 

related to fatigue or sickness, even when used for 

long periods. Many companies have shipped various 

HMDs, but they were not specialized for AR. Most 

were developed for entertainment purposes. 

Therefore, most HMDs lack cameras, wireless 

communication capabilities, high-performance 

processing units, and input methods that are 

necessary to develop AR-based applications. The 

Google Glass 
[19]

 HMD has all of these additional 

functions, but, it has some shortcomings: The field of 

view for computer graphics is narrow. It is difficult to 

align computer graphics to real objects accurately 

because the HMD is optical see-through. The input 
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Fig. 1 Examples of visual augmented reality at Fugen 

Decommissioning Engineering Center. Metric information is 

superimposed over camera images. (Top) Length and distance 

visualization. (Bottom) Height visualization. In both cases, the 

metric information is obtained using an RGB-D camera, which 

can capture both color and depth images simultaneously. 
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interface is difficult to use. Moreover, although it is 

extremely lightweight, users feel uncomfortable. 

Unfortunately, a suitable HMD for AR is still 

unavailable. However, this is not expected to hinder 

the expectations of rapid introduction of AR into 

industrial fields because not all industrial application 

requires workers to conduct work while watching 

superimposed images. The handheld display is a 

reasonable runner-up for use with industrial AR 

because most work can be conducted without 

watching instructions after workers understand them. 

Moreover, it is easy to switch from “in use” to “not in 

use,” and vice versa using the handheld display. 

Therefore it would be sufficient if workers were to 

hold a handheld display before their work starts to 

see the superimposed instructions. Then the display 

could be put away into baggage or hung on the waist 

with a strap. Moreover, the handheld display presents 

many advantages over HMD: it has a touch user 

interface with younger people are now very familiar. 

It can provide higher resolution images and higher 

performance processing units than HMD can. 

Moreover it has wireless communication as a default. 

 

The effectiveness of AR has been demonstrated 

through several subjective evaluations 
[20, 21]

. The 

main obstacle to introducing AR into industrial fields 

is the difficulty of developing reliable, user-friendly 

and low-cost AR applications. These difficulties have 

been almost entirely resolved by re-implementing AR 

application using newly emerging tracking 

technologies and handheld displays instead of HMD. 

 

3 Past industrial application of 

augmented reality 

Actually, AR can support design, assembly, 

maintenance, repair, decommissioning, and other 

applications. Applications of various kinds have been 

proposed and developed for aviation, architecture, 

automotive, maritime, and nuclear fields. Some 

examples are reviewed hereinafter. 

 

3.1 Aviation 

Assembly and maintenance of aircrafts is a promising 

industrial field to which AR is applicable because 

even a small error might entail severe difficulties that 

can put human life at risk. Therefore, it is worthwhile 

to reduce errors to the greatest degree possible. 

Investing time and funds into building models of 

aircraft mechanical parts is economically reasonable 

because multiple aircraft are usually built using the 

same design; the same models can be reused. The 

models are used for various purposes such as 

producing instruction contents and model-based 

tracking. Among the first application of AR was 

realized by Boeing Corp. during the late 1980s 
[22].

 

They developed a special headset by which the 

direction of an electrical wiring harness is shown to 

workers by superimposing a drawing over a workers’ 

view. Most of the recent AR application in the 

aviation field use three-dimensional animations to 

illustrate how to assemble and inspect mechanical 

parts of an aircraft 
[23]

 and to investigate how to make 

the application more intelligent to provide adequate 

information to workers according to the worker 

circumstances and environment 
[24-26]

. 

 

Also AR is applicable for navigation of pilots to 

destination airports or visualization of a landing 

runway during poor visibility because of bad weather. 

After landing, AR can display the taxiway the aircraft 

should follow 
[27, 28]

. Hardware used for pilot 

navigation can heavy and expensive. The crucially 

important point of the system is its accuracy and 

reliability. Special hardware such as a laser gyro 

sensor and head-up display, rather than inexpensive 

camera-based tracking and HMDs, are used to realize 

the system. 

 

3.2 Architecture 

In the architecture field, AR is applied mainly to the 

exterior and interior design of buildings. 

 

For exterior design, AR is useful for consensus 

building among residents related to the effects of 

landscape change. The new building design is 

superimposed over existing buildings. The harmony 

among them can be verified in advance more 

intuitively than when using the conventional method 

such as hand-drawn sketches 
[29-31]

. 

 

For interior design, AR is useful to investigate the 

furniture layout and room makeover 
[32]

. The room 

interior can be assessed by placing virtual furniture 

aligned to real walls or existing furniture. It is even 

possible to remove existing furniture or replace it 
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with virtual furniture using a diminished reality 

technique 
[33, 34]

, which superimposes a virtual wall or 

floor over existing objects to eliminate them visually. 

Many techniques are applied to make the visual 

distinction between virtual and real as small as 

possible so that we can feel as if the existing objects 

are removed from the room completely. 

 

AR is also useful for checking discrepancies 
[35, 36]

 

and for monitoring the progress of construction 
[37]

. 

By superimposing the as-planned building model 

over an as-built building, the differences between 

them can be ascertained easily.  

 

For architecture, introduction of IT technologies has 

been promoted actively for many years as Building 

Information Modeling (BIM). A foundation to 

provide contents for AR has already been established. 

Therefore, the architecture field can be the first in 

which AR is used widely, benefiting from recent 

advancements in tracking technology. 

 

3.3 Automobiles 

For both car design and driving navigation, AR is 

useful. Not only the exterior design of cars but also 

the interior design can be investigated using AR. One 

earlier report 
[38]

 describes a design prototype of a car 

dashboard superimposed over a simple mockup on 

which details such as handles, meters, and control 

buttons are not implemented. Designers can modify 

the design with no physical change. They can even 

change the handle layout from right to left. A 

prototyping system of this kind is extremely useful 

for the early stages of car design. 

 

Driving navigation is a traditional application target 

of AR. Many related studies have been conducted in 

the past 
[39-41]

. For this application, safety is of 

paramount importance. Therefore video-see-through 

HMD cannot be used because HMD of this type 

might intercept the driver’s view when broken. For 

that reason, most prototypes use head-up display 

instead of a HMD. The navigation contents can be 

arrows showing the direction in which to go, lane 

markings to convey message to drivers, and marks of 

attention, indicating potential hazards such as 

pedestrian and bicycles. Benefits of using AR to 

navigate drivers are that drivers need not take their 

eyes off of the road and that navigation can be more 

intuitive. Drivers can therefore devote more attention 

to the driving itself. 

 

Furthermore, AR can realize a pseudo-transparent car. 

As described in one report 
[42]

, the car interior is 

covered with retroreflective material. Cameras placed 

outside of the car reveal objects in the driver’s blind 

spot. The captured live video is projected over the 

retroreflective material in an optically conjugate 

manner so a driver can view the surroundings with no 

blind spot as though the car were transparent. This 

technique can reduce traffic accidents, which are 

often collisions with objects in the driver’s blind spot. 

 

3.4 Maritime 

Supporting workers using AR is also useful for the 

assembly of ships. Welding is an important skill by 

which metal pieces are integrated into a single large 

metal object that might be difficult to cast directly. 

Welding is also useful to deform metals to produce 

complex parts such as them stem of ship. However, 

mastering welding skills is extremely difficult and 

time-consuming. To support welding process, the 

welding position can be shown intuitively by 

superimposing the position to which a welding gun 

should approach 
[43, 44]

. The time span that the 

welding gun should be kept there can also be 

presented intuitively. 

 

Ship navigation is also a possible application of AR 

in the maritime field. Sometimes ship pilots 

encounter difficulty perceiving surroundings such as 

approaching ships and coasts when weather is bad or 

at night. Even with good weather, perceiving water 

depth is difficult when sailors are not familiar with 

the visiting area. One report if the literature 
[45]

, 

proposes an AR-based navigation system in which 

the water surface is painted in different colors to 

portray water depth. The tide against the ships is 

shown by superimposed allows. Relations to the 

other ships are also shown using AR. 

 

3.5 Nuclear 

AR can show the three-dimensional position and 

orientation so that it can be understood by users very 

intuitively. Therefore, field worker support at nuclear 

power plants is a promising application of AR.  
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Navigating field workers using AR is a traditional 

possible application of AR that can shorten the time 

necessary to reach a workplace and avoid errors 

caused by accidental worker manipulation of wrong 

instruments that might closely resemble others. One 

report of a study 
[46]

 proposes an AR-based support 

system in which AR is used to show the direction and 

position of the target valves to make it easy for field 

workers to find them in an environment crowded 

with similar valves.  

 

Also, AR provides the capability of making radiation 

fields visible to field workers. One report of the 

relevant literature 
[47]

 describes a radiation field 

visualized with colored three-dimensional mesh, as 

shown in Fig. 2, with which field workers can 

understand the radiation distribution intuitively. It 

becomes easy to imagine which route is the best one 

to follow to minimize radiation exposure. 

Decommissioning of nuclear power plants is much 

different from the decommissioning of non-nuclear 

plants or buildings because of the possibility of 

radiation contamination. Detailed procedures of the 

decommissioning are planned in advance. Workers 

must follow procedures strictly one-by-one. Using 

AR, the instructions for the procedure task can be 

provided more intuitively than when using 

conventional methods such as paper-based 

documents 
[48]

. By contrast, in nuclear power plants, 

the available space for decommissioning work is 

limited. Therefore, space management is also 

important. Because of the recent advancement of 

modeling technologies such as simultaneous 

localization and mapping (SLAM) 
[49]

, it is much 

easier than ever to obtain three-dimensional surface 

models of the working environment, as shown in Fig. 

3. Surface models are useful to investigate space 

availability for dismantling work such as the 

conveyance and temporal placement of dismantling 

wastes. One report of the relevant literature 
[50]

 

describes the conveyance of dismantling wastes as 

simulated on-site using AR to confirm that no 

collision will occur between the conveyance target 

and narrow passage. Figure 4 shows that the collided 

parts between the conveyances target and passages 

are virtually shaded in red. 

The surface model can also be used to ascertain and 

depict a layout of dismantling wastes. By virtue of 

the detailed color model of environment, the layout 

can be found without visiting the site so that the 

possibility of radiation exposure can be reduced. 

Figure 5 depicts an example of using detailed color 

model of dismantling environment to decide the 

 
Fig. 2: Radiation map visualization using AR [47]. 

 
© 2017 Japan Atomic Energy Agency 

Fig. 3 Surface model obtained using RGB-D camera and 

Simultaneous Localization and Mapping. 

 

 
© 2017 Japan Atomic Energy Agency 

Fig. 4 Conveyance simulation using AR.  

The collided parts between virtual tank and real passage are 

shaded in red. Three-dimensional surface model of the passage 

is obtained in advance using simultaneous localization and 

mapping (SLAM) technology. 
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layout of dismantled wastes. The planned layout can 

be shown to workers on-site using AR intuitively. 

4 Past and future trends of work 

instruction 

Methods of instructing field workers have been 

changing along with the progress of ICT. Figure 6 

shows that past and possible future trends of work 

instruction can be regarded as a generation change. 

 

The first generation is a paper-based document that is 

used even today in modern plants. Instructions are 

written on paper with text and figures. Complex 

procedures are sometimes presented with 

two-dimensional figures that are difficult to 

understand and which might lead to 

miss-understandings. Apparently, the amount of 

information accompanying the paper-based 

documents is limited. Therefore, workers must rely to 

some degree on their knowledge and past experience. 

 

The second generation is a tablet-based electronic 

document for which the amount of information 

accessible on-site is not limited and by which useful 

functions such as keyword search are available. 

Devices of this type have already been introduced for 

use at some non-nuclear plants, where they are 

regarded as useful. Multimedia such as videos of past 

maintenance can be viewed on-site, which is 

expected to be a great help, especially for novice 

workers. However, the interface of the conventional 

tablet-based electric document can be a source of 

inefficiency. They must understand the documents 

first and then find the target in the real environment. 

This comparison and search task is time-consuming. 

Moreover, it might lead a miss-operation when many 

similar appearance components exists in the plants. 

 

The third generation is AR-based procedure task 

instruction. The work instruction is shown over the 

worker’s view with its position aligned with the 

instruction target. The superimposed instructions 

mainly represent the procedures of work with the 

position to which workers should devote attention, 

how to operate the target, and additional information 

related to the target. This style of work instruction is 

more intuitive and easier to understand than either the 

first or second generation. However, the workers 

themselves must choose the contents. This selection 

requires a certain degree of worker experience.

 

 
© 2017 Japan Atomic Energy Agency 

Fig. 5 Planning a layout of dismantled waste using detailed 

color model of environment. 

 
Fig. 6 Generations of work instruction. 
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The fourth generation is AR-based remote 

communication which has attracted active investment 

by ICT companies in recent years 
[51-53]

. Field 

workers have a camera on their helmet, from which 

live video is streamed to remote experts who can 

watch the live video and provide instructions using 

drawings such as text and figures. The drawings are 

superimposed over the worker’s view. Recently 

available systems can estimate the three-dimensional 

position and orientation of the camera in real time. 

The drawings’ position on the workers view is 

adjusted automatically as if the drawings are fixed at 

the certain position in the working environment 

three-dimensionally. It is useful to present 

three-dimensional positions and orientations remotely. 

However, this work instruction is unavailable when 

remote experts and high-speed networks are 

unavailable. The ideal work instruction will be one 

that is always available when necessary. 

 

The fifth generation is expected to be AR-based 

instruction enhanced by artificial intelligence (AI) 

and internet of things (IoT). An all-around agent able 

to support workers as portrayed in science fiction 

movies will not be realized in the near future. 

However, the possibility of AI, especially of deep 

learning techniques, should not be underestimated. 

Deep learning, which is one technique adopted for 

machine learning, is very powerful for generalizing a 

large amount of complex observations and deriving 

useful judgements from new observations. Especially, 

with the state-of-the-art of the deep learning, it is 

already possible to build a network that can recognize 

the position, category and status of objects from their 

appearance and internal data obtained by IoT devices 

if large numbers of labeled observations are available 

for learning. 

 

In the near future, it will become possible to provide 

work instructions superimposed over a worker’s view 

based on a similarity comparison between the current 

case and past cases. It will also become possible to 

give superimposed warnings by recognizing the 

surrounding environment as captured by cameras. 

Moreover, appropriate instructions will be given to 

workers at the appropriate position and appropriate 

timing according to a worker’s position, work 

progress, and recognized abnormalities. Workers 

need not make any decision by themselves anymore.  

 

As recognized widely, development of machine 

learning is continuing incessantly. Moreover, the cost 

of storage media is expected to drop. The number of 

cores on a processing unit will increase continuously, 

which is expected to lead to further performance 

improvement of machine learning. Here, the 

important point is that training a new network from 

scratch requires much time and money. However, 

once trained, the network is useful even with 

low-performance computers. Therefore, also from an 

economic perspective, it would not be difficult to 

introduce AR-based instruction enhanced with AI. 

 

6 Conclusions 

This article reviewed past application proposals and 

trials of industrial AR, with prediction of future 

trends. Expectations of new technologies will rise 

and fall, as they do with artificial intelligence. 

Apparently AR follows the same hype cycle but the 

recent progress of tracking technology might make 

great strides to practical use in industrial fields. Also 

generational changes of workers are expected to 

promote AR introduction because younger people are 

familiar with games, smart phones, and touch 

interfaces, showing strong interest in new 

technologies. 

 

The introduction of AR enhanced with AI might lead 

a situation in which workers need not to learn 

anything anymore. Anyone can conduct tasks with no 

difficulty because of the intelligent instructions. One 

need only follow the instructions given by computers. 

Such circumstances will render humans as similar to 

robot actuators controlled by computers, which 

merely provide driving force with no applied 

intelligence. Such circumstances might be acceptable 

if objective tasks can be completed with no trouble. 

However, we might need a sixth generation of work 

instruction that is more intelligent so that workers can 

master skills for a task effectively while relying on 

the instructions for use during times when intelligent 

instruction is unavailable. 
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