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Abstract: Nuclear safety is a critical issue for a nuclear power plant (NPP), while the Reactor Protection 

System (RPS) plays a significant role for the safety operation of an NPP. Digital RPSs have been widely used in 

newly-built and upgraded NPPs because of the advantages over the analogue ones. The reliability analysis of 

digital RPS, which is a research hotspot in the I&C field of NPP, is required by regulation authorities, 

development organizations, and the final users. The RPS of High Temperature Gas-Cooled Reactor Pebble bed 

Module (HTR-PM) is the first self-developed digital RPS to be operated commercially in China. In this paper, 

this digital RPS system is modelled with both static and dynamic methods. Firstly, the failure modes and effects 

analysis and the fault tree analysis is performed and special attention is focused on the “2-out-of-4” and the 

bypassed logic. Furthermore, a dynamic modelling method, the Markov chain theory is adopted. All states and 

corresponding dynamic transition processes are analyzed especially the degradation process from 2-out-of-4 to 

2-out-of-3. Moreover, the interval of surveillance test was optimized based on this Markov model.  
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1 Introduction
1
 

Reactor protection system (RPS) is the most 

important part of the instrument and control (I&C) 

system of an nuclear power plant (NPP) as it plays a 

significant role for the safe, reliable and stable 

operation of the NPP. Digital RPSs have been 

adopted widely in recent decades because of the 

advantages compared with analog ones such as 

improved sampling precision, better computation 

ability for complex algorithm, enhanced 

anti-interference ability, and so on
[1]

. While the 

application of digital technology also brings 

challenges to the design of RPS, such as more 

complicated system structure and potential risk of 

common cause failure caused by software 
[2]

. How to 

evaluate the reliability of digital RPS is one of the hot 

topics in NPP I&C field. 
[3, 4]

 

 

In 2010, the Nuclear Regulatory Commission (NRC) 

of the United States put forward a Research Plan for 

Digital Instrumentation and Control, which includes 

researches on the reliability evaluation of the digital 

I&C system. 
[5]

 Many system reliability evaluation 

methods such as Failure Modes and Effects Analysis 

(FMEA), Fault Tree Analysis (FTA) and Markov 
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theory have been applied to the reliability evaluation 

of I&C system. 
[6-10]

 

 

The development of High Temperature Gas-Cooled 

Reactor-Pebble bed Module (HTR-PM) NPP is one 

of the key projects in the National Science & 

Technology Major Project for the Eleventh and the 

Twelfth Five-Year Plan of China. 
[11, 12]

 The digital 

RPS is one of the key technologies of HTR-PM
[13]

. 

HTR-PM RPS is a special system developed for the 

protection function and performance requirement of 

HTR-PM. The activities of design, development and 

manufacture are all performed domestically in China. 

In this paper, the system reliability of HTR-PM RPS 

is studied with both the fault tree model and the 

Markov model. The fault tree model is based on both 

FMEA results of all RPS devices and the relationship 

between them. The fault tree model is a static model 

and cannot cover the changes between different RPS 

operating states, therefore it gives a conservative 

reliability evaluation. The Markov model considers 

all devices in one division of RPS as its analysis unit 

and takes into account multiple RPS operating states, 

including periodic test and equipment maintenance. 

The calculated reliability is improved since the 

periodic tests and prevention maintenance is reflected 

in the Markov model. 
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The remaining sections of this paper are organized as 

follows. Section 2 introduces the architecture of 

HTR-PM RPS. Then the fault tree model and Markov 

model for RPS are proposed and discussed in Section 

3 and Section 4, respectively. Section 5 gives some 

conclusions of this paper. 

 

2 Architecture of HTR-PM RPS 

HTR-PM RPS has four independent and interrelated 

logic divisions as shown in Fig. 1. Each logic 

division includes monitoring equipment, signal 

isolating devices, signal processing devices, 

coincidence logic devices, and trip breakers. To 

achieve diverse protection actions, the redundant 

protection variables of each postulated initiating 

event are divided into two groups, i.e. group x and 

group y, and separated signal processing devices and 

coincidence logic devices are implemented to deal 

with signals of groups x and y respectively. 

 

The separated devices compose independent 

subsystems x and y. These two subsystems have the 

identical hardware devices but different software. 

They sample different protection variables, 

implement different algorithms, and execute reactor 

protection actions independently, which reduces the 

possibility of potential software common cause 

failure. For example, as a representative postulated 

initiating event, the earthquake arises the abnormal 

changes of both the nuclear power and the hot helium 

temperature, and these two protection parameters are 

dealt with groups x and y respectively to guarantee 

that this division works well even when devices of 

one group fail to send the trip signal out. 

 

The monitoring equipment is the sensors/transmitters, 

including signal processing circuits of nuclear 

instrumentation system and process parameters 

instrumentation system. The outputs of 

sensors/transmitters are isolated and sent to signal 

processing devices x and y independently. Signal 

processing devices sample protection signals, get 

protection variables, compare them with 

corresponding set points and output part-trip. 

Coincidence logic x and coincidence logic y receive 

part-trip warnings from four signal processing 

devices in the same sub system, carry out 2/4 logic 

processing for every protection variable warnings and 

generate a scram initiation. Any scram initiation 

would make coincidence logic device open relay 

contacts to output logic trip signals. The relay 

contacts of coincidence logic x and coincidence logic 

y are hardware wired as OR logic, which is the 

division trip outputs. Each division trip is used to 

control two trip breakers to disconnect their outputs, 

for example, division A controls the breakers A1 and 

A2. All outputs of eight trip breakers are hardware 

wired to implement the 2/4 logic processing, i.e. the 

final reactor trip, which is shown in Fig. 1. 

 

3 Fault tree model 

The mutual effects among devices of HTR-PM RPS 

are complex. Fault tree model is a common and 

effective method to analyze the overall RPS 

reliability, and Failure Modes and Effects Analysis 

(FMEA) are the basis to develop a fault tree model. 

 

3.1 FMEA of HTR-PM RPS 

The function of FMEA is considering the potential 

failure mode of each device and its corresponding 

effect on RPS. Preliminary FMEA is mainly focused 

on the analysis of reactor-trip function of RPS. 

Without loss of generality, the FMEA scope is limited 

to the devices of division A, together with trip 

breakers A1 and A2, which are shown in Fig. 1. 

 

Since the output signals of each device directly 

reflect the device's status, this paper defines the 

failure modes of output signal as the failure mode of 

referred device. It should be emphasized that every 

device in division A may output more than one signal, 

and each signal may have two or more failure modes. 

For example, a coincidence logic x outputs two relay 

contact signals and each of them corresponds to two 

kinds of failure modes: Frozen signal output and 

Faulted signal output. Therefore a coincidence logic x 

has four kinds of failure mode in total. 

 

Based on above information, failure modes of each 

device are identified and listed in detail, such as 

possible failure mechanisms, local effects, and 

designed provisions. An FMEA example of a 

coincidence logic x is shown in Table 1. 
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Signal Processing x

Signal Isolating Device

Coincidence Logic x

OR

sub-system x sub-system y

Signal Processing y

Coincidence Logic y

Division A Division B

Sensor/Transmitter 

Trip A1, A2

A1 B1

C1 D1

C2 A2

D2 B2

Trip Breakers

Division C Division D

Control Rod

Drive Power

Control Rod Drive 

Power Bus

 
Fig.1  Architecture of HTR-PM RPS. 

 

Table 1 FMEA results of a coincidence logic x 

 

3.2 Development of fault tree model 

According to the reliability analysis of HTR-PM RPS, 

there are two kinds of failure mode for reactor trips, 

i.e. failure to trip and spurious trip, and failure to trip 

is chose as the top event to develop a fault tree in this 

paper as this failure mode is related to the safety 

operation of the power plant. 

 

HTR-PM project sets several protection parameters 

to actuate reactor trips, and any one would actuate 

No. Output 

Signal 

Failure 

Mode 

Failure Mechanism Local Effect Method of Failure 

Detection 

 Provision Effect on 

System 

1 

 

 

 

 

2 

Logic 

trip  

signal 1 

Frozen 

signal 

output 

Failure of input module 

Failure of relay contact 

Failure of 

data-processing software 

Sub-system x 

cannot trigger 

Breaker A1. 

Periodic test 

Software check by 

system surveillance 

station 

Triggering signals of both 

sub-system x and 

sub-system y in one 

division are sent to 

Trip-Breaker Actuation 

Device after “OR” 

calculation 

No effect  

Faulted 

signal 

output 

Failure of input module 

Failure of relay contact 

Failure of 

data-processing software 

Trip Breaker A1 

is incorrectly 

triggered. 

Software check by 

system surveillance 

station 

2-out-of-4 redundant 

structure of trip breakers 

No effect  

3 

 

 

 

 

4 

Logic 

trip  

signal 2 

Frozen 

signal 

output 

Failure of input module 

Failure of relay contact 

Failure of 

data-processing software 

Sub-system x 

cannot trigger 

Breaker A2. 

Periodic test 

Software check by 

system surveillance 

station 

Triggering signals of both 

sub-system x and 

sub-system y in one 

division are sent to 

Trip-Breaker Actuation 

Device after “OR” 

calculation 

No effect  

Faulted 

signal 

output 

Failure of input module 

Failure of relay contact 

Failure of 

data-processing software 

Trip Breaker A2 

is incorrectly 

triggered. 

Software check by 

system surveillance 

station 

2-out-of-4 redundant 

structure of trip breakers 

No effect  
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reactor trips when its value went over the set point. 

Therefore the RPS failure to trip is caused by events 

such as high hot end temperature failure to trip, high 

nuclear power failure to trip, high humidity failure to 

trip, and so on. The top events is the OR results of all 

these events, which is shown in Fig. 2. Any event that 

causes the top event should be analyzed and several 

similar sub-trees would be developed. One sub-tree 

developed from the event of high nuclear power 

failure to trip is shown as follows. 

 

The direct cause of high nuclear power failure to trip 

is trip breakers failures. HTR-PM has eight trip 

breakers and their outputs are hard-wired connected 

to perform 2-out-of-4 logic voting. When any two 

trip breakers belonging to two different divisions 

receive actuating command, the breakers outputs will 

be opened, thus the power supply of control rods will 

be cut down, and an emergency trip will be actuated. 

As shown in Fig. 2, the event of high nuclear power 

failure to trip is decomposed continually to such 

events as trip breaker A1 failure to open and trip 

breaker B1 failure to open. The AND or OR logic 

voting events of trip breakers are developed 

according to their hard-wired connection shown in 

Fig. 1. Failure to open of a trip breaker is caused by 

two events: breaker failure to receive actuation 

command and breaker outputs frozen. The former 

cause should be analyzed continually to develop a 

sub-tree, while the latter cause becomes a leaf in the 

fault tree, and the analyzing is ended with the 

reliability of trip breaker itself. 

 

Further analysis of the breaker failure to receive 

actuation command can continually build the next 

layer of the fault tree branch, and step-by-step 

analysis of the trip breaker drive device failure, the 

coincidence logic device failure.  

The coincidence logic device is the focus and 

difficulty of fault tree development. To construct tree 

branches under a coincidence logic device, the 

potential causes include four aspects:  

(1) The coincidence logic device itself fails: the 

device rejects to output trip signals;  

(2) This division is bypassed by mistake: the output 

trip signals are latched by the spurious bypass 

signal; 

(3) Input signal errors: if at least three divisions 

have no scram signals, the coincidence logic 

device fails to output trip signal; 

(4) Other divisions are bypassed by mistake: if this 

coincidence logic device matches the bypass 

signal of the other divisions, the coincidence 

logic processing will be degraded from 2/4 to 2/3 

and the coincidence logic device fails to output 

trip signal; 

 

Continually with the above aspect 3, the reason why 

a signal processing device does not output a "nuclear 

power high" scram signal may include: the internal 

error of data packet sent from the signal processing 

device to the coincidence logic device, the accuracy 

variation of the nuclear power signal output by the 

isolation device, and the accuracy variation of the 

nuclear power sensor. All of them perform as the leaf 

nodes of the fault tree. 

 

Continually with the above aspect 4, if division B 

sent by passed signals by mistake, coincidence logic 

devices in division A, C and D would degrade their 

coincidence logic from 2/4 to 2/3 and fail to output 

trip signals. On the other hand, if the coincidence 

logic device in division A received a spurious 

bypassed signal, the signal would be sent from 

division B, C or D. This part of the fault tree branch 

of the expansion is shown in Fig. 3. 

 

The fault tree of HTR-PM RPS is built based on the 

above analysis in this section and related qualitative 

analysis like the minimal cut set analysis can be 

further performed to investigate the vulnerabilities of 

the system. It should be noted that the trip breakers, 

sensors/transmitters, signal isolation devices, and 

bypass logic devices are the weak parts of the system 

according to minimal cut set analysis. Special 

attention should be paid to the bypass logic device of 

these four devices. The bypass logic device is only 

used during maintenance and periodic test of certain 

division. If this device fails and the bypass signal is 

incorrectly issued, the corresponding division will 

fail to output the trip signals, thus increasing the 

probability of failure to trip, and this conclusion is 

consistent with the previous analysis of this section. 
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…… …… ……
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nuclear power 
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A spurious 
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……

 
 

Fig.2 Frame of RPS fault tree. 
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Fig.3 Degraded coincidence logic device in the fault tree model. 

 

4 Markov model 

Fault tree analysis can clearly demonstrate the 

relationships between all devices of the RPS in 

HTR-PM. The reliability of the whole RPS can be 

calculated based on the reliability data of all the 

devices, such as MTBF of leaf nodes in the fault tree. 

However, the relationships between RPS devices will 

be changed between different operating states. In 

order to maintain the high reliability, RPS periodic 

tests are required during system operation. In the test 

states, all equipment in one division of the RPS are 

changed to be off-line by setting maintenance bypass, 

and all equipment are thoroughly tested using a 

dedicated test instrument. If some faults are found, 

further reparations or replacements of the faulty parts 

are required. Fault tree model is a static model, which 

is difficult to describe the dynamics of the changing 

states. In this section, a reliability model of HTR-PM 

RPS is studied and developed based on Markov chain 

theory. The Markov model takes into account multiple 

RPS operating states, including periodic test and 

equipment maintenance. 

 

4.1 Reliability calculation based on static model 

Based on fault tree model, the reliability of each 

division of RPS can be determined and their failure 

rates can be obtained. We assume that the failure rates 

of four divisions are constant and their values are λ1, λ2, 

λ3, and λ4. Also, it is assumed that the failures of each 

division of RPS occur independently and with an 

exponential distribution. 

 

If there are two divisions fail, the RPS will trigger the 

reactor trip signal to shut down the reactor. In other 

words, the RPS can function normally if and only if 

there are no less than three divisions are in normal 

condition. Suppose the reliabilities of four divisions at 

time t can be denoted as R1(t), R2(t), R3(t), and R4(t). 

Based on the relationship between the failure rate and 

reliability, we have: 

   , 1,2,3,4 .it

iR t e i


 
     (1) 

Then the reliability of the entire RPS can be 

calculated as Eq. (2). The previous four parts in Eq. 

(2) denotes the probability that three of four divisions 

work normally. The last part in Eq. (2) denotes the 

probability that all four divisions work normally. 

          

        
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       

1 2 3 4

1 2 4 3

1 3 4 2

2 3 4 1

1 2 3 4

1

1

1

1

sysR t R t R t R t R t

R t R t R t R t

R t R t R t R t

R t R t R t R t

R t R t R t R t

 

 

 

 


   (2) 

By substituting Eq. (1) to Eq. (2) we can obtain the 

system's reliability as Eq. (3). 
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     

   

 

1 2 3 1 2 4

1 3 4 2 3 4

1 2 3 4

+ +

+ +

+

+

+

3

t t

sys

t t

t

R t e e

e e

e
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     

   

   

   
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



     (3) 

Moreover, based on the algebraic relationship 

between failure rate and reliability, the failure rate of 

the entire system can be calculated as Eq. (4). In Eq. 

(4), the item dRsys(t)/dt is still a function of time t. 

 
 

 
1

1 sys

sys

sys

dR t
t

R t dt
   

     (4) 

 

4.2 Development of Markov model 

Based on the periodic tests additional maintenances 

can be done to RPS system and then its reliability 

will be improved. The maintenance rates of the four 

divisions are denoted as μ1, μ2, μ3 and μ4. It is also 

assumed that the maintenance rate μi is determined by 

the periodic tests interval (the time duration between 

two tests) Ti and the repairing time Tri (the time 

duration for reparation or replacement): 

 
1

,i , 1,4 .i

i ri

Z i
T T

   


     (5) 

With a periodic test interval of Ti h, the average time 

from failure to the time that the failure is detected is 

about Ti/2 h. Thus it is important to note that the 

maintenance rate μi calculated by Eq. (5) is prone to 

be more conservative than that of the actual situation. 

 

Suppose "1" represents the state that a division works 

normally and "0" represents the state that a division 

fails. The working states of RPS and their 

relationships can be described as Fig. 4. As the 

divisions are independent of each other and the 

assumptions that the failing and the repairing 

processes are with the exponential distributions, the 

states in Fig. 4 can be further analyzed based on 

Markov chain theory. 

 

For each state in Fig. 4, the variation of its 

probability can be described by deducting the 

outputting probability from the inputting probability. 

Suppose the probability of the i-th (  , 0,10i Z i  ) 

state at time t is denoted as Pi(t), the relationships 

between the probabilities and the failure/maintenance 

rates are obtained as Eq. (7). Each equation in Eq. (7) 

represents the variation of the reliability of a state in 

Fig. 4. 
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Fig.4 Markov chain model for the HTR-PM RPS. 
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P t P t

dt

 

 

 

 


























 



 



 


  


  (7) 

 

The coefficient matrix of the equations in Eq. (7) can 

be represented as Eq. (6) and then Eq. (7) can be 

denoted as Eq. (8), where
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       1 2 10

T

t P t P t P t   P . 

 
 .

d t
t

dt


P
MP                            (8) 

Supposing that the initial state is P(0), the solution of 

Eq. (8) can be obtained as follows: 

   0 .tt e M
P P

       (9) 

In our RPS,    0 10 0 0 0 0 0 0 0 0 0
T

P  is satisfied. 

We further define Pfail(t) as the probability that the 

entire RPS is in failure state at time t. Then, according 

to the definition of the failure rate, the rate of the total 

failure rate of the RPS can be calculated as follows: 

 
  

2 ,
1

fail

sys

fail

dP t dt
t

P







      (10) 

where,   faildP t dt


 denotes the rate that the system 

is going to enter into the fail states at time t. According 

to Fig. 4, we have:  

      

   

   

   

2 3 4 1

1 3 4 2

1 2 4 3

1 2 3 4 .

faildP t dt P t

P t

P t

P t

  

  

  

  



  

  

  

  
     (11) 

Also, the value Pfail(t) can be calculated as: 

       

     

5 6 7

8 9 10

failP t P t P t P t

P t P t P t

  

  
 (12) 

By substituting Eq. (9) in Eq. (11) and Eq. (12), then 

the rate of the total failure of RPS can be obtained by 

Eq. (10). Compared to λsys1(t) in Eq. (4), the effects of 

the periodic test and reparation are reflected in Eq.  

(10). 

 

4.3 Comparison between static model and 

Markov model 

To compare the static model and Markov model, the 

parameters in Table 2 are used in the calculation. The 

λ1~λ4 in Table 2 are the failure rates of division 1~4 per 

an hour. The calculation results are shown in Fig. 5. 

 

Base on the results in Fig. 5, the conclusions can be 

drawn as follows: 

(1) The two models (i.e. the static model and Markov 

model) can match each other perfectly when the 

effects of reparation are not considered. In Fig. 5, 

the curve of „λsys1‟ is the RPS‟s failure rate 

calculated by the static model. The curve „λsys2 

with μi=0‟ represents the failure of the whole RPS 

calculated by Markov model when the RPS is 

running without any periodic tests and related 

maintenance. Thus, the related test intervals are 

mathematically infinite and then μ1, μ2, μ3 and μ4 

are all 0. It is revealed by the two perfectly 

matched curves that Markov model based on the 

Markov chain theory can also describe the special 

case when the RPS is without any prevention 

maintenance.  

(2) Compared to the static model, the improving 

performance of the periodic test and related 

prevention maintenance can be reflected in 

Markov model. In Fig. 5, „μi=1/1440‟ represents 

that each division is tested with an interval of 

1440 hours (i.e. 2 months). By comparing the two 

curves marked by „λsys1‟ and „λsys2 with μi=1/1440‟, 

the effects of periodic tests and the related 

reparation are shown apparently. When the 

interval of the periodic test is chosen to be 2 

months, the system failure rate is much lower and 

keeps in a stable level.  

(3) The further analysis is focused on the relationship 

between the failure rate and the periodic tests 

intervals. In Fig. 6, three curves with „μi=1/720, 

1/1440, 1/2160‟ (i.e. 1, 2, 3 months) are shown 

together. The conclusion is that the shorter the 

periodic tests interval is adopted, the lower system 

failure rate can be achieved. 
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Fig.5 Calculation results by the static model and Markov model. 

 

 
Fig.6 Reliability versus different test periods. 

 

Table 2 Key parameters for reliability calculation 

 

 

 

 

 

5 Conclusion 

This paper outlines the research of HTR-PM RPS 

system reliability. The fault tree model and Markov 

model are studied and discussed. The fault tree model 

can clarify the detail relationship inside RPS and give 

a conservative reliability evaluation. The 

vulnerabilities of the RPS system can be qualitatively 

analyzed using this static method. In particular, the 

trip breakers, sensors/transmitters, signal isolation 

devices, and the bypass logic devices are regarded as 

the weak points of the HTR-PM RPS according to 

minimal cut analysis. The Markov model takes into 

account multiple PRS operating states and improves 

the reliability calculation. The interval of surveillance 

test of the HTR-PM RPS are optimized based on the 

Markov model in this paper. 
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